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Rick Pekosh is a Principal Storage Technical Specialist working in the IBM Advanced 
Technology Group as a DS8000 subject matter expert specializing in High Availability, Disaster 
Recovery, and Cyber Resiliency solutions. He is also the ATG DS8000 SME Team Lead.  Rick 
works with customers, IBM Business Partners, and IBMers in the Americas. He began working 
with the DS8000 in early 2005 while working as a technical sales specialist and functioning as 
a regional designated specialist. He joined IBM in 2001 after spending 20 years in application 
development in various roles for the Bell System and as a consultant. Rick earned a BS degree 
in Computer Science from Northern Illinois University and an MBA from DePaul University.  
Additionally, his IBM Profession Certification is Technical Specialist (Thought Leader).  

Dan Zehnpfennig joined the Advanced Technology Group as a Senior Storage Technical 
Specialist concentrating on DS8000 and Healthcare ISV.  He is a DS8000 subject matter expert 
specializing in High Availability, Disaster Recovery, and Cyber Resiliency solutions.  Dan comes 
from the Business Partner community, where he was a technical storage seller for more than 
20 years.  He has been involved with DS8000 products and their precursors since 2000 and 
Spectrum Virtualize products since 2003.  He enjoys helping customers get the most out of 
their storage.  
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Ø Sizing Solutions Data Requirements
Ø Safeguarded Copy Sizing

Discussion Topics
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What is the difference between SMF, RMF, & CMF?  Aren’t they the same thing?

IBM System Management Facilities (“SMF”)
Ø is a component of IBM's z/OS for mainframe computers, providing a standardized method for writing out 

records of activity to a file (or data set to use a z/OS term). SMF provides full "instrumentation" of all 
baseline activities running on that IBM mainframe operating system, including I/O, network activity, 
software usage, error conditions, processor utilization
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records of activity to a file (or data set to use a z/OS term). SMF provides full "instrumentation" of all 
baseline activities running on that IBM mainframe operating system, including I/O, network activity, 
software usage, error conditions, processor utilization

IBM Resource Measurement Facility (“RMF”)
Ø Resource Measurement Facility is a performance monitor for the z/OS Operating System. It also collects 

data for long-term performance analysis and capacity planning. The product consists both data 
gathering (i.e., collecting) and reporting components. 
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records of activity to a file (or data set to use a z/OS term). SMF provides full "instrumentation" of all 
baseline activities running on that IBM mainframe operating system, including I/O, network activity, 
software usage, error conditions, processor utilization

IBM Resource Measurement Facility (“RMF”)
Ø Resource Measurement Facility is a performance monitor for the z/OS Operating System. It also collects 

data for long-term performance analysis and capacity planning. The product consists both data 
gathering (i.e., collecting) and reporting components. 

BMC Comprehensive Management Facility (“CMF”)
Ø CMF MONITOR is a performance monitoring, statistics gathering, and reporting system developed and 

maintained by BMC Software. Statistics gathered by CMF MONITOR can be compiled and presented 
either in batch reports or through windowed online displays.
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What is the difference between SMF, RMF, & CMF?  Aren’t they the same thing?

IBM System Management Facilities (“SMF”)
Ø SMF is a component of IBM's z/OS for mainframe computers, providing a standardized method for 

writing out records of activity to a file (or data set to use a z/OS term). SMF provides full 
"instrumentation" of all baseline activities running on that IBM mainframe operating system, including 
I/O, network activity, software usage, error conditions, processor utilization

IBM Resource Measurement Facility (“RMF”)
Ø Resource Measurement Facility is a performance monitor for the z/OS Operating System. It also collects 

data for long-term performance analysis and capacity planning. The product consists both data 
gathering (i.e., collecting) and reporting components. 

BMC Comprehensive Management Facility (“CMF”)
Ø CMF MONITOR is a performance monitoring, statistics gathering, and reporting system developed and 

maintained by BMC Software. Statistics gathered by CMF MONITOR can be compiled and presented 
either in batch reports or through windowed online displays.

Note:  RMF & CMF are competitive products.  Customers use one or the other and most typically collect 
data in 15 minute intervals.  Sometimes 10, and on much rarer occasions, 1 or 5 minute intervals.  Anything 
over 15 minutes smooths out the peaks too much and are not very useful for our ATG studies.
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IBM ATG, BTS, & WSC Studies

IBM ATG Studies Based on Customer Provided RMF or CMF data
Ø DS8000 Global Mirror Bandwidth Study – estimate required network bandwidth for target 

Recovery Point Objective (“RPO”) 
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IBM ATG, BTS, & WSC Studies

IBM ATG Studies Based on Customer Provided RMF or CMF data
Ø DS8000 Global Mirror Bandwidth Study – estimate required network bandwidth for target 

Recovery Point Objective (“RPO”) 

Ø DS8000 Safeguarded Copy Sizing – calculate the capacity needed to meet Cyber Resilience 
(“CR") requirements

Ø DS8000 PAV Analysis – analyze # aliases in use & make recommendations for HyperPAV or 
SuperPAV

Ø DS8000 Transparent Cloud Tiering Savings Analysis – calculate CPU savings from “TCT” 
offload of HSM host cycles for Migrate/Recall

IBM BTS Studies Based on Customer Provided RMF or CMF data
Ø StorM Performance Modeling – used to appropriately size a solution to meet workload 

performance requirements

IBM WSC Studies Based on Customer Provided RMF or CMF data
Ø zBNA HyperLink Study – used to determine workloads eligible for zHyperLink  e.g., Db2 

reads, VSAM reads, Db2 sequential log writes (SMF record type 42.6).  Customers can 
perform their own zBNA Hyperlink Study
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Starting Point for RMF based Studies 

• Customer provides RMF or CMF data for at least one week. Week chosen should be representative. 
Some customers choose to use a peak week (end of month, quarter, or year); others elect to use a 
“typical” week or particular workload.  Customer also completes questionnaire.

• RMF interval should be no more than 15 minutes. Longer intervals will not provide accurate detail

•Data must be collected and supplied from every system and LPAR accessing the disk system(s).

• RMF records should include SMF record types 70–78 and must include at a minimum:
ü Type 70.1 – CPU activity
ü Type 73 – Channel path activity
ü Type 74.1 – Device activity
ü Type 74.5 – Cache subsystem activity
ü Type 74.8 – ESS/DS8000 statistics ß Note “ESS” in SYS1.PARMLIB(ERBRMFxx) must be set
ü Type 78.3 – I/O queuing activity and HyperPAV activity

• The IBM Advanced Technology Group DS8000 subject matter expert will:
ü Run a series of jobs to transform customer RMF data
ü Load the transformed data into our bandwidth tools
ü Provide an analysis and recommendation 
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IBM ATG Studies Based on Customer Provided RMF or CMF data
Ø DS8000 Global Mirror Bandwidth Study – estimate required network bandwidth for target 

Recovery Point Objective (“RPO”) 

Ø DS8000 Safeguarded Copy Sizing – calculate the capacity needed to meet Cyber 
Resilience (“CR") requirements

Ø DS8000 PAV Analysis – analyze # aliases in use & make recommendations for HyperPAV 
or SuperPAV

IBM BTS Studies Based on Customer Provided RMF or CMF data
Ø StorM Performance Modeling – used to appropriately size a solution to meet workload 

performance requirements

RMF or CMF 70 – 78 record types enables the following studies
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IBM ATG Studies using Spectrum Control & Storage Insights performance data
Ø DS8000 Global Mirror Bandwidth Study – estimate required network bandwidth for target 

Recovery Point Objective (“RPO”) 

Ø DS8000 Safeguarded Copy Sizing – calculate the capacity needed to meet Cyber 
Resilience (“CR") requirements

IBM BTS Study using Spectrum Control & Storage Insights performance data
Ø StorM Performance Modeling – used to appropriately size a solution to meet workload 

performance requirements

Spectrum Control & Storage Insights performance data enable the following studies
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Safeguarded Copy Sizing using StorM
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Client Data Analysis 
using StorM
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StorM – enter safeguarded copy tab
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StorM – retrieve import data list
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StorM – select file from import data list
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Safeguarded Copy current planning

• Data is replicated as a 2-Site Global Mirror

• SGC will be implemented using SGC at the Secondary Site with logical isolation 

• RMF data shows online production capacity as 93 TB

• Possible planned Safeguarded Copy management policy:
üBackup every 12 hours with a retention period of 7 days

• Purpose of this study: help to estimate the required physical and virtual capacity for SGC
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StorM – Retention Policy select backup frequency
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StorM – Retention Policy select retention period
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StorM – review maximum backups per volume
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StorM – Calculate SGC details
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StorM – calculation results
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StorM – Adjusted Multiplier Planning 

• Review summary results
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StorM – Review Summary
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StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity
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StorM – Review Physical Capacity Limits
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• Review summary results
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StorM – Examine Max volume multiplier column
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StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity

• Examine the different maximum multipliers

• The maximum multipliers list for this customer: 1.5, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15
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StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity

• Examine the different maximum multipliers

• The maximum multipliers list for this customer: 1.5, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15

• Storage Group maximum multiplies into no more than six groups
üFor example, 1.5, 2, 3 = 3
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StorM – enter Adjusted volume multipliers

38



© Copyright IBM Corporation 2024.

StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity

• Examine the different maximum multipliers

• The maximum multipliers list for this customer: 1.5, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15

• Storage Group maximum multiplies into no more than six groups
üFor example, 1.5, 2, 3 = 3

• The maximum multiplier grouping for this customer: 3, 8, 15
ü1.5, 2, 3 = 3
ü4, 5, 6, 7, 8 = 8
ü10, 11, 12, 13, 14, 15 = 15
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StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity

• Examine the different maximum multipliers

• The maximum multipliers list for this customer: 1.5, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15

• Storage Group maximum multiplies into no more than six groups
üFor example, 1.5, 2, 3 = 3

• The maximum multiplier grouping for this customer: 3, 8, 15
ü1.5, 2, 3 = 3
ü4, 5, 6, 7, 8 = 8
ü10, 11, 12, 13, 14, 15 = 15

• Remember to press the “Save adjusted multipliers” button
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StorM – Save adjusted volume multipliers
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StorM - results
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StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity

• Examine the different maximum multipliers

• The maximum multipliers list for this customer: 1.5, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15

• Storage Group maximum multiplies into no more than six groups
ü For example, 1.5, 2, 3 = 3

• The maximum multiplier grouping for this customer: 3, 8, 15
ü 1.5, 2, 3 = 3
ü 4, 5, 6, 7, 8 = 8
ü 10, 11, 12, 13, 14, 15 = 15

• Remember to press the “Save adjusted multipliers” button

• Check virtual capacity
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StorM – Check Total SGC virtual Capacity
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StorM – Check Virtual Capacity Limits
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StorM – Adjusted Multiplier Planning 

• Review summary results

• Check physical capacity

• Examine the different maximum multipliers

• The maximum multipliers list for this customer: 1.5, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15

• Storage Group maximum multiplies into no more than six groups
ü For example, 1.5, 2, 3 = 3

• The maximum multiplier grouping for this customer: 3, 8, 15
ü 1.5, 2, 3 = 3
ü 4, 5, 6, 7, 8 = 8
ü 10, 11, 12, 13, 14, 15 = 15

• Remember to press the “Save adjusted multipliers” button

• Check virtual capacity

• Press the “Export volume level CSV file”
ü You may need this file if you need to do a more detailed volume-level multiplier planning
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StorM – Export volume level CSV file
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Acme Widgets – Safeguarded Copy Study
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Safeguarded Copy current planning

• Data is replicated as a 2-Site Global Mirror

• SGC will be implemented using SGC at the Secondary Site with logical isolation 

• RMF data shows online production capacity as 93 TB

• Possible planned Safeguarded Copy management policy:
üBackup every 12 hours with a retention period of 7 days

• Purpose of this study: help to estimate the required physical and virtual capacity for SGC
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Safeguarded Copy logical isolation at Secondary site

Safeguarded Copy on Global Mirror Secondary

Global Mirror suspended with consistency to enable consistent 
data copy to be used to perform captures

No production impact with SGC capture process but Global Mirror 
will be paused for some seconds each time a Safeguarded 
Backup is taken

Practice volumes can be used as recovery volumes but can only 
be used as practice volumes or recovery volumes.

Global Mirror

SGC

SGC

SGC

DS8000

Prod
System

Recovery
System

J2
I2

H2/
R2

Primary Secondary

H1

DS8000
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Two components of capacity for Safeguarded Copy

• Safeguarded Backup Capacity
üRequired to store backup data
üRequired physical capacity depends on change rate on H1, frequency of backups, retention period of backups and 

threat scenarios to cover

• Recovery volume (R2)
üRequired to recover backups for analysis and / or restore
üSame virtual capacity as H1
üPhysical capacity depends on purpose Safeguarded 

Backup Capacity

Recovery
Systems

H2

Recovery 
Volume

R2t4

t3

t2

t1

Global Mirror
Secondary 

Volume

Backup Recover
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Safeguarded Copy Backup capacity

• Required capacity for regular backup without incident 
depends on
üData change rate to production volume
üRetention period for backups
üFrequency of backups

• Threat scenarios to cover
üSelective manipulation or deletion of small amounts of 

data: little extra capacity required, depends on client 
expectations

üWorst case: ransomware attack, all data is encrypted 
before attack is recognized; requires additional 100% of 
production capacity

Safeguarded 
Backup Capacity

Recovery
Systems

H2

Recovery 
Volume

R2t4

t3

t2

t1

Global Mirror
Secondary 

Volume

Backup Recover
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Recovery volume capacity depends on usage after recovery

• Mostly read only for forensic analysis & to restore back to (any) of the production volumes (H1)
üRecover with NOCOPY option
üSmall percentage of primary capacity (10% - 20%)
üThe longer the recovery point is retained with production ongoing , the more capacity is needed for 

copy-on-write operations H2 → R2
üThe R2 DS8K volume set is a “Cyber Vault only” set which is never used for production

• Full read / write access for production
üRecover with COPY option
üSame physical capacity as H1
üThe R2 DS8K volume set is used for Cyber Vault AND 
 for production in case of an event 
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Determination of data change rate

• Base: RMF data, SMF record type 74-5 (Cache Activity), field  R745DCTD (Cache to DASD XFRs)

• R745DCTD = Tracks de-staged during SMF interval
• 1 CKD track = 56,664 Bytes
• GiB destaged / interval = R745DCTD * 56,664 /1024³
• Changed amount during retention period = GiB destaged / interval * interval period * retention period
• Estimation is at the upper end: it does not consider rewrites of data within the same backup

• Client RMF data available for:

• December 28, 2024– January 4, 2024
• Estimation is based on available data
• Workload changes, or incomplete data, render the estimation invalid
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Safeguarded Copy Capacity Estimates – 12 Hour Interval with a 7 Day Retention

• Protected  Assumption: Protected data is 93 TB
• SGC Backup Capacity estimates for SGC based on measurement data from RMF
• Full Recovery Fully provisioned Recovery volumes

Volume / Capacity Type Physical Capacity Virtual Capacity
SGC Backup Capacity (“SGBC”) 93 TB 1,262 TB
Source Volumes (H2) 93 TB 93 TB
Recovery Volumes (R2) 93 TB 93 TB
Global Mirror Journal Volumes (J2) 28 TB 93 TB
Total 307 TB 1,541TB
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Additional considerations

• Once the required capacity is determined, the DS8900F configuration can be created
üSystem must be able to handle peak write workload of primary (H1) system
ØGlobal Copy secondary workload   
ØSafeguarded Copy backup workload

üBasically 2 x the write workload of H1

• Sizing / disk modelling strategy:
üModel Cyber Vault system from peak write interval of H1 system
üMake sure utilization of resources like devices and device interfaces is at or below 30%

• Virtual capacity requirements are needed before implementation phase
üSGC backup capacity (multiplier) is defined at the volume level and needs to be set to hold track changes for the 

retention period
üBest approach for this analysis is using the SGCSizer capability provided by DS8900F R9.4 and CSM 6.9 or higher
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Disclaimer Notice

This capacity planning analysis is not an offer or contract. It is a preliminary estimation provided to you by IBM for 
informational purposes only to help you predict a possible hardware configuration for a given workload.

ALL INFORMATION PROVIDED HEREIN IS PROVIDED ON AN "AS-IS" BASIS, WITHOUT ANY WARRANTY OF ANY KIND. The 
performance estimates presented herein are approximations which are believed to be sound based on the input data 
provided by you. The degree of success which you may achieve in the use of IBM equipment and programs is dependent 
upon several factors, many of which are not under IBM's control. Thus, IBM makes no warranty, express or implied, that the 
use of the information provided herein will result in a successful customer installation or that the performance data included 
herein will be achieved in your installation environment. It is your responsibility to validate the estimates furnished herein 
and to determine their relevance to your operation. You can use the information herein for pre-installation planning; 
however, once you decide to implement your solution you should work with an IBM Capacity Planning consultant to monitor 
and predict the ongoing resource requirements.

References in this document to IBM products or services do not imply that IBM intends to make them available in every 
country. Products, programs, services, or features discussed in this sizing estimate and the information contained herein is 
subject to change by IBM in its sole discretion without notice.

By accepting and using this capacity planning analysis, you agree not to (i) disclose or redistribute the information contained 
herein outside of your organization or (ii) duplicate, use or disclose the information contained herein whole or in part for any 
purpose other than to evaluate this sizing estimate. The confidentiality restrictions imposed herein shall not apply to 
materials and information in the public domain at the time of disclosure, through no wrongful act by you. If you do not agree 
to these terms, promptly destroy or return this capacity planning analysis to IBM.

57



58



1For more on business requirements see Chapter 2 in IBM Redbook IBM DS8000 Safeguarded Copy (Updated for DS8000 Release 9.3)

High 
Frequency

Low 
Frequency

SGC Backup Interval Frequency

10 – 30 minutes 
per backup

Very few customers

1 or 2 hours
per backup

Some customers

4 or 6 hours
per backup 

Most common (especially for larger clients)

12 or 24 hours
per backup

Less common

Long 
Retention

Short 
Retention

SGC Backup Retention Period

> 14 day 
retention

7 – 14 day
retention

2 – 5 day
retention

1 day 
retention

Generally, only 
when constrained 

and doing high 
frequency backups

The most common 
retention period ranges 

from  7 to 10 days
i.e., at least 1 week

Common when teamed with more frequent daily backups 
– the shorter the backup retention period the more 

frequent the backup interval

Rare and for 
lower activity 
environments

© Copyright IBM Corporation 2023 

Safeguarded Copy Backup Interval Frequency & Retention Period should be determined by 1business requirements to 
ensure that the frequency and retention period are relevant for business recovery.  Safeguarded Copy can be complemented 
with offline backup to virtual tape for longer term retention.  e.g., create an offline backup after data validation.  

IBM DS8000 SGC – Backup Frequency & Retention Period – Early Adopters 2018-19 
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1For more on business requirements see Chapter 2 in IBM Redbook IBM DS8000 Safeguarded Copy (Updated for DS8000 Release 9.3)
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12 or 24 hours
per backup

Less common

Long 
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retention
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2 – 5 day
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from  7 to 10 days
i.e., at least 1 week

Common when teamed with more frequent daily backups 
– the shorter the backup retention period the more 

frequent the backup interval

Rare and for 
lower activity 
environments

© Copyright IBM Corporation 2023 

Safeguarded Copy Backup Interval Frequency & Retention Period should be determined by 1business requirements to 
ensure that the frequency and retention period are relevant for business recovery.  Safeguarded Copy can be complemented 
with offline backup to virtual tape for longer term retention.  e.g., create an offline backup after data validation.  

IBM DS8000 SGC – Backup Frequency & Retention Period – Second Wave 2020-22
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1For more on business requirements see Chapter 2 in IBM Redbook IBM DS8000 Safeguarded Copy (Updated for DS8000 Release 9.3)

High 
Frequency

Low 
Frequency

SGC Backup Interval Frequency

10 – 30 minutes 
per backup

Very few customers

1 or 2 hours
per backup

Trend toward more
frequent backups

4 or 6 hours
per backup 

Most common (especially for larger clients)

12 or 24 hours
per backup

Less common

Long 
Retention

Short 
Retention

SGC Backup Retention Period

> 14 day 
retention

7 – 14 day
retention

2 – 5 day
retention

1 day 
retention

Generally, only 
when constrained 

and doing high 
frequency backups

The most common 
retention period ranges 

from  7 to 10 days
i.e., at least 1 week

Common when teamed with more frequent daily backups 
– the shorter the backup retention period the more 

frequent the backup interval

Rare and for 
lower activity 
environments

© Copyright IBM Corporation 2023.

Safeguarded Copy Backup Interval Frequency & Retention Period should be determined by 1business requirements to 
ensure that the frequency and retention period are relevant for business recovery.  Safeguarded Copy can be complemented 
with offline backup to virtual tape for longer term retention.  e.g., create an offline backup after data validation.  

IBM DS8000 SGC – Backup Frequency & Retention Period – Current 2023+ 
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https://www.redbooks.ibm.com/redpapers/pdfs/redp5506.pdf
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IBM DS8900F Advanced Functions Workshop in Chicago May 8th & 9th
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Thank  you!
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Please take a moment to share your feedback with our team!

You can access this 6-question survey via Menti.com with code 1708 6924 or

Direct link https://www.menti.com/alwhyze7z1gz

Or

QR Code

Accelerate with ATG Survey
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